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Abstract
Today’s cloud DRAM lacks strong isolation primitives, high-
lighted by Rowhammer bit flips. Rowhammer poses an in-
creasing threat to cloud security/reliability, given (1) DRAM
activation rates in commodity and malicious workloads al-
ready exceed Rowhammer thresholds, and (2) thresholds are
decreasing in newer DRAM. Deployed hardware mitigations
remain vulnerable, turning cloud providers toward software
defenses. However, existing defenses incur high performance
or memory overhead or contain significant protection gaps.
Accordingly, we introduce Siloz, a hypervisor that uses

subarray groups as DRAM isolation domains to enable effi-
cient protection against inter-VM Rowhammer. Siloz exploits
the insights that (a) Rowhammer can only flip bits in DRAM
rows located in the same subarray—not across subarrays—
and (b) VMs can be isolated to groups of subarrays with-
out sacrificing bank-level parallelism, a key component of
DRAM performance. Siloz thus prevents inter-VM bit flips
by placing each VM’s and the host’s data into private subar-
ray groups. To additionally ensure that a VM cannot escape
its provisioned subarray group(s), Siloz provides integrity
protection for extended page tables (EPTs). We show that
Siloz’s implementation has negligible effect on average per-
formance across various cloud workloads, SPEC CPU 2017,
and PARSEC 3.0 (within ±0.5% of baseline Linux/KVM).

CCS Concepts: • Security and privacy→ Systems secu-
rity; Security in hardware.
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1 Introduction
Cloud providers host virtual machines (VMs) from multiple
tenants atop the same physical machine, while providing
per-VM isolation across various metrics [38, 126]. To provide
per-VM performance isolation, providers use a rich set of
technologies across hardware resources (e.g., CPU affinity
[99], SR-IOV [32], and memory bandwidth allocation [55]).
Although providers can also use a growing set of methods to
provide per-VM security isolation (e.g., CPU enclaves [27],
cache partitioning [81], and memory encryption [3, 54]),
providers lack practical means to provide strong isolation in
one of the most significant cloud server resources: DRAM.

In particular, today’s servers interleave (spread) data from
multiple tenants across different DRAM banks, ranks, and
channels to maximize the memory-level parallelism afforded
by these structures [102, 143]. Unfortunately, sharing these
structures without careful consideration exposes co-located
VMs to interference [40, 122, 134, 135], including the security
and reliability threat of Rowhammer bit flips [79]. To combat
interference, we envision a future in which cloud providers
can leverage DRAM isolation domains that provide isolation
capabilities in line with those of other hardware resources.

The goal of this work is to enable cloud providers to take
the first step toward practically managing DRAM as a set of
isolated domains. To achieve this goal, we propose the use of
DRAM subarrays for isolation. DRAM consists of many sub-
arrays that are natural isolation boundaries of DRAM cells
[80]: cells in one subarray cannot disturb cells in another [24].
While DRAM does not expose subarrays today, software can
easily determine subarray boundaries (§4.1). By using subar-
rays, we show that inter-VM Rowhammer can be prevented
on today’s cloud servers without sacrificing performance.

1.1 This Paper: Mitigating Inter-VM Rowhammer
Inter-VM Rowhammer is a glaring example of today’s lack of
DRAM isolation; a VM’s frequent activations (≈ accesses) of
the same DRAM rows—“hammering”—can flip bits in nearby
rows used by another VM or the host. Bit flips can cause data
loss [79], machine check exceptions [25], denial-of-service
[58], side channels [22, 86], and system subversion [133].
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Despite deployed hardware mitigations [25, 37, 59, 83],
cloud systems remain vulnerable to inter-VM hammering. In
fact, recent work [98] shows that malicious and commodity
cloud workloads already activate rows at rates exceeding to-
day’s Rowhammer thresholds. As these thresholds continue
to decrease with process scaling [24, 74, 129], Rowhammer
poses an increasing threat to security and reliability.

State-of-the-art software defenses incur high memory/per-
formance overhead or contain significant gaps in protection.
SoftTRR [173] and CTA [161] do not scalably-generalize
beyond page table protection, leaving all other data vulnera-
ble. Copy-on-Flip [31] does not protect unmovable memory
pages (i.e., a subset of kernel pages) and is susceptible to ECC-
corrected disturbances, which can leak data [25]. “Guard row”
mitigations [11, 12, 84]—where a set of guard rows are re-
served as protection buffers between normal rows—require
≥ 50% extra DRAM per protected region and thus only scale
to protect small quantities of data.
Given the limitations of existing software Rowhammer

mitigations—coupled with the dearth of hardware DRAM
isolation support—cloud providers lack practical means to
mitigate inter-VM Rowhammer. Thus, we introduce Siloz,
a hypervisor that uses subarray groups as DRAM isolation
domains to prevent inter-VM hammering with negligible
performance effect; Siloz integrates subarray group isolation,
bank-level parallelism, and extended page table (EPT) in-
tegrity for efficient protection against inter-VM hammering.

Siloz’s key insight is that subarray-based Rowhammer iso-
lation can co-exist with bank-level parallelism. Bank-level
parallelism is the finest-grained access parallelism exposed
by modern DRAM, offering > 18% execution time improve-
ment [143]. As such, Siloz enables high performance along-
side per-VM Rowhammer isolation by partitioning DRAM
into subarray groups of ≈ 1.5 GiB each (depending on DRAM
geometry), formed from at least 1 subarray per each bank in
a memory pool. Thus, a VM using subarray group(s) can al-
locate memory across banks, yet isolated to select subarrays.

To conveniently manage subarray groups, Siloz builds on
existing non-uniform memory access (NUMA) support. Siloz
abstracts subarray groups as logical NUMA nodes, enabling
robust memory management, while maintaining compati-
bility with physical NUMA performance optimizations (e.g.,
Siloz can use same-socket subarray groups for lower latency).

Notably, Siloz’s ability to enforce subarray group isolation
relies on EPT integrity; because EPTs define the host physical
addresses that VMs can access, a malicious VM could induce
bit flips in even its own EPTs to access another domain [133].
While emerging Intel and AMD hardware offer support for
EPT integrity checks [3, 54], Siloz can also protect against
EPT bit flips on legacy systems. Namely, Siloz exploits the
insight that all EPTs can fit in < 0.001% of DRAM rows and
are thus amenable to supplemental guard row protection
without significant cost. By accounting for server DRAM
addressing alongside prior guard row techniques [11, 12, 84],

Siloz limits DRAM overheads for EPT protection to just 32 8
KiB rows per bank (≈ 0.024% of a 1 GiB bank).
We evaluate Siloz’s Linux/KVM [82] implementation on

Intel Skylake servers based on a major cloud provider’s con-
figuration, demonstrating that Siloz prevents inter-VM ham-
mering and EPT bit flips. We find that Siloz’s combination
of subarray group isolation and EPT protection has negligi-
ble effect on average performance (within ±0.5% of baseline
Linux/KVM) across various cloud workloads [14, 26, 67, 85,
118], SPEC CPU 2017 [13], and PARSEC 3.0 [10, 170].

In summary, we make the following contributions:
• We present Siloz, a hypervisor that uses subarray groups
as high-performance DRAM isolation domains in the cloud.

• To safeguard isolationmetadata, Siloz places EPTs in guard-
protected rows, using knowledge of DRAM addressing to
securely limit reserved DRAM to ≈ 0.024% of each bank.

• We show that Siloz offers cloud providers a practical and
comprehensive mitigation for inter-VM hammering, pro-
viding complete protection with negligible effect on aver-
age performance (within ±0.5% of baseline Linux/KVM).

Siloz’s Linux/KVM implementation is open-source [95].

2 Background
In this section, we present background on server systems,
DRAM, and Rowhammer as needed to understand Siloz.

2.1 Hypervisor Memory Management
State-of-the-art hypervisors like Linux/KVM [82] use hard-
ware virtualization extensions (e.g., Intel VT-x [148] or AMD-
V [69]) to map host memory pages into a VM’s address space.
The VM can then access the vast majority of its memory
without performance-costly traps/exits into the hypervisor.

While an OS manages mappings between two types of
addresses (virtual and physical) for standard processes, a hy-
pervisor manages mappings among three types of addresses
for VMs: (1) guest virtual addresses (GVAs, equivalent to stan-
dard virtual addresses), (2) guest physical addresses (GPAs,
the VM’s illusion of physical addresses), and (3) host physical
addresses (HPAs, equivalent to standard physical addresses).
The guest OS’s page tables map GVAs to GPAs, while the
hypervisor’s extended page tables (EPTs) map GPAs to HPAs.

2.2 Non-Uniform Memory Access (NUMA)
Cloud providers deploy large quantities of compute andmem-
ory per server for cost effectiveness and ease of manage-
ment. To scale performance amidst large resource quantities,
servers are often architected as non-uniform memory access
(NUMA). A NUMA node conventionally refers to a combina-
tion of cores (e.g., a socket) and a local (near) memory pool
that is faster to access than remote (far) memory; technically,
a node may consist of only cores, only memory, or both.

NUMA’s key benefits are its abilities to decrease latencies
for workloads using local memory and to reduce interference
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(e.g., memory traffic) among independent tasks on different
nodes. Additionally, kernel NUMA support offers convenient
abstractions to manage compute and/or memory resources.

2.3 Server DRAM (Micro)architecture
A server DRAM module is a hierarchically-organized set
of DRAM cells, each storing a bit as high/low charge. Each
module is typically attached to a CPU socket, with the socket
and its modules forming a conventional NUMA node (§2.2).

Because DRAM cell charges diminish over time, memory
controllers and DRAM modules cooperate to periodically
refresh the charges for data retention. In widely-deployed
DDR4 [60] DRAM, cells are refreshed within 64 milliseconds.
As shown in Fig. 1, the DRAM module hierarchy is a

set of ranks, each encompassing banks, each encompassing
subarrays, which are each a row-column grid of cells. The
DDR4 standard specifies that a rank holds up to 16 banks,
and a row holds up to 8 KiB of cells. Internal to server DRAM
modules, each of a subarray’s 8 KiB rows is split into two
half-rows across a rank’s “A” and “B” sides, with each half-
row simultaneously serving half of a given data request [62].
While a row’s external representation (i.e., a single 8 KiB
structure) is sufficient to understand the majority of Siloz’s
design, we discuss the relevance of internal half-rows in §6.

Although many other (micro)architectural details are ven-
dor-specific, a common server DDR4 DRAMmodule is a dual-
rank, 32 GiB DIMM (dual in-line memory module). Given 32
GiB split across 2 ranks and 16 banks/rank, a bank is 1 GiB.
Each bank is divided among a vendor-specific number of
subarrays [18, 24, 80, 100, 155], each consisting of 512–2048
rows [155]. For example, Siloz’s evaluation server’s subarray
size of 1024 8 KiB rows yields 128 subarrays per 1 GiB bank.

2.4 Accessing Data in DRAM
To read/write data in DRAM, a memory controller first trans-
lates the data’s host physical address to a media address
that identifies specific DRAM cells. The parallel in the CPU
realm is a virtual-to-physical address mapping, which sys-
tem software typically controls at page-sized granularity
(§2.1). However, unlike software-defined virtual-to-physical
mappings, physical-to-media mappings are fixed at boot via
BIOS settings [49, 56] and applied at cache line granularity.

Given the data’s media address, the controller first issues
an activate (ACT) to the row containing the data. This com-
mand connects the row to its encompassing bank’s row buffer,
which can only be occupied by one row per bank at a time.
The controller then issues a read or write command to an
offset within the row buffer, completing the data access.
While accesses to a single bank are serialized, different

banks can be accessed in parallel. Thus, commodity physical-
to-media address mappings maximize throughput by inter-
leaving (spreading) sequential cache lines across a conven-
tional NUMA node’s (e.g., socket’s) banks, achieving bank-
level parallelism for common access patterns [96, 143, 171].

DRAM Bank
Col 0 Col 1 Col 2 Col 3

A-side B-side

Subarray 0
Row 0

Row 1

Row 2

Row 3

Subarray 1
Row 4

Row 5

Row 6

Row 7

Aggressor (Activated) Row

Victim Row

Unaffected Row

DRAM Rank

Bank 0

Bank 1

Bank 2

Bank 3

DRAM Module

Rank 0

Rank 1

Victim Row

Victim Row

Unaffected Row

Unaffected Row

Unaffected Row

Figure 1. A simplified DRAM module hierarchy (§2.3) in the
context of a DRAM row activation (§2.4) and Rowhammer
(§2.5). A frequently-activated (“hammering”) aggressor row
may flip bits in victim rows in the same subarray.

2.5 Rowhammer and RowPress
Rowhammer [79] is a silicon-level effect in DRAM where
frequent ACTs (§2.4) of the same aggressor rows can flip bits
in nearby victim rows due to electric interference. Namely,
an ACT’s side effects include (a) refreshing charges in the ac-
tivated row, but (b) potentially disturbing charges in nearby
rows. When aggressor rows are activated at rates exceeding
Rowhammer thresholds (varying across DIMMs), cumulative
disturbance effects may flip bits in victim rows that have not
been recently-refreshed. Per Fig. 1, rows in the aggressor’s
subarray are potential victims, while rows in different subar-
rays are unaffected due to electric isolation [18, 24, 96, 164].
Rowhammer bit flips can cause data loss [79], machine

check exceptions [25], denial-of-service [58], side channels
[22, 86], and system subversion [133]. Recent work [98]
shows that malicious and commodity workloads can yield
ACT rates surpassing modern Rowhammer thresholds; other
work [24, 74, 129] shows that thresholds are decreasing with
process node scaling (i.e., susceptibility is increasing).
To mitigate Rowhammer, modern servers rely on error

correction codes (ECC [7]) and target row refresh (TRR [37],
an in-DRAM mitigation that refreshes a subset of victim
rows ahead of schedule). While these mitigations have thus
far proved effective for commodity workloads, malicious
workloads can induce uncorrected bit flips despite ECC [25]
and TRR [28, 37, 59, 83]. Even corrected bit flips are a security
concern, forming side channels that can leak a row’s data to
attackers with access to other rows in the subarray [86].

RowPress [101] is a similar, recently-discovered phenom-
enon in which aggressor rows left activated for long time
periods of time may flip bits in nearby victim rows. Because
subarrays can also form isolation boundaries for such distur-
bances, this paper treats RowPress similar to Rowhammer.

3 Limitations of Existing Software Defenses
Given gaps in hardware mitigations and the goal of per-VM
isolation, cloud providers can use software to supplementally
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mitigate inter-VM hammering, where a VM’s hammering can
flip bits in another VM or the host. Unfortunately, existing
software mitigations fail to mitigate such hammering with-
out significant performance/memory overheads (if at all),
motivating Siloz’s design. Broadly, existing software mitiga-
tions adopt one of three approaches: selectively-protecting
data, detecting attacks in progress, or inserting guard rows.

Mitigation via Selective Data Protection. The first miti-
gation class protects a subset of data as a security-performance
trade-off [161, 173]. For instance, SoftTRR [173] periodically
sets reserved bits in page table entries for potential aggressor
rows. Thus, accesses to the designated aggressors will trap
into system software, which can refresh neighboring victims
before the aggressors surpass the Rowhammer threshold.
The key limitation of these defenses is that they only

protect a small portion of a VM’s data (e.g., page tables) for
acceptable performance overheads. As we will show, Siloz
protects all of a VM’s data against another VM’s hammering.

Mitigation via AttackDetection. The secondmitigation
class aims to detect Rowhammer and correspondingly stop
the attack [5, 17, 31]. For instance, Copy-on-Flip [31] uses
ECC-corrected disturbances to identify pages under attack
and—if the pages are movable—migrate them in DRAM.
The key limitation of these approaches is that their de-

tection methods do not prevent all disturbances. For exam-
ple, the ECC-corrected disturbances used for detection in
Copy-on-Flip can leak data [90]. In contrast, Siloz’s subarray
groups isolate each VM from another’s hammering, agnostic
to Rowhammer thresholds and a VM’s hammering method.

Mitigation via Guard Rows. Several proposed software
Rowhammer mitigations [11, 12, 84] place guard rows be-
tween isolation domains (e.g., user-kernel or different pro-
cesses). These mitigations exploit the fact that Rowhammer
only affects data in nearby rows (§2.5), reserving guard rows
as protection barriers between “normal” rows. If hammering
occurs in the normal rows, it can only flip bits in guard rows,
which are unused or contain supplementally-protected data.

Thesemitigations’ key limitation is that theywaste DRAM;
the guard rows cannot be used as normal rows. Protecting ar-
bitrary data incurs large overheads (i.e., ≥ 50% extra DRAM
per protected region [84], where DRAM is often the dom-
inant cloud hardware cost [157]). Thus, guard rows only
practically scale to protect small quantities of data (§5.4).

Furthermore, because guard rows still share circuitry with
normal rows, increasing Rowhammer susceptibility requires
increasing quantities of guard rows for mitigation. For in-
stance, ZebRAM’s [84] 50% DRAM overhead at 1 guard row
per normal row rises to 80% at a modern requirement of 4
guard rows per normal row on server DIMMs [24, 129].

As we will show (§6), Siloz use of subarray groups against
inter-VM hammering (a) allows ≈ 98.5%–100% of DRAM to
be used as normal rows (b) offers fundamental, silicon-level
Rowhammer isolation, and (c) accounts for server DRAM
addressing in both normal rows and potential guard rows.

Bank 0
Page 3,Chunk A
Page 2,Chunk A 
Page 1,Chunk A
Page 0,Chunk A

DRAM Rank 1DRAM Rank 0

Socket 0 Memory Controller

Bank 1
Page 3,Chunk B
Page 2,Chunk B
Page 1,Chunk B
Page 0,Chunk B

Bank 0
Page 3,Chunk C
Page 2,Chunk C 
Page 1,Chunk C
Page 0,Chunk C

Bank 1
Page 3,Chunk D
Page 2,Chunk D
Page 1,Chunk D
Page 0,Chunk D

Subarray Group 1

Subarray Group 0
Row Group 0

Row Group 2
Row Group 1

Row Group 3

Figure 2. Subarray groups in a DRAM hierarchy (§4.1). As-
cending physical pages are mapped to ascending row groups—
and by extension, subarray groups—in a physical node (§4.2).
For simplicity, we depict 2 rows per subarray, 1 page per row
group, and a monotonically-ascending mapping.

4 Subarray Group Primitive
In this section, we introduce the subarray group that Siloz
uses as a DRAM isolation domain. Recall that each DRAM
bank is composed of a set of row-column subarrays, where
Rowhammer is ineffective across subarray boundaries (§2.5).
Accordingly, the key motivation behind subarray groups is
that different VMs occupying disjoint subarray(s) cannot
directly hammer each other. We first describe the structure
of subarray groups in DRAM (§4.1) before detailing how
system-level memory pages map to subarray groups (§4.2).

4.1 Subarray Groups in DRAM
While each individual subarray offers a unit of Rowham-
mer isolation, Siloz opts to provide isolation via subarray
groups, defining a subarray group as a collection of at least
1 subarray from each bank in a physical1 NUMA node (e.g.,
socket). As motivation behind Siloz’s use of subarray groups,
we consider the challenges of isolation to a single subarray.
In particular, allocating a page of memory on a single subar-
ray on modern servers is not practical—if even feasible—due
to (a) physical-to-media address mappings that interleave
individual pages across a physical node’s banks to achieve
bank-level parallelism (§2.4), and (b) the performance impact
of eliminating such parallelism (e.g., > 18% for some work-
loads [143]), if such an option is supported in BIOS/firmware.

Overcoming these challenges, Siloz’ subarray groups’ com-
position from subarrays across every bank in a physical node
maintains high throughput and is compatible with physical-
to-media mappings. Per the example in Fig. 2, given a fixed
subarray size of 𝑟 rows, subarray group 0 is comprised of
rows [0, 𝑟 ) in each of a physical node’s banks (i.e., row groups
[0, 𝑟 )), subarray group 1 of row groups [𝑟, 2𝑟 ), and so on.
While we do not observe heterogeneously-sized subarrays

in Siloz’s evaluation platform, subarray group composition
can be trivially-adjusted to account for possible heterogene-
ity [18, 88, 117, 139, 155]. For instance, prior work [117] has
observed that a pattern of 3 heterogeneous subarrays repeats
every 2048 rows in certain modules. Here, subarray group 𝑠
1We refer to conventional NUMA nodes (§2.2) as physical nodes to distin-
guish them from Siloz’s logical nodes (§5.2).
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could be composed from the 𝑠th set of subarrays (e.g., subar-
rays 0, 1, and 2) in each bank. Composition can be similarly
adjusted for modules that activate subarrays in pairs [117].
A subarray group’s size is thus the product of a server’s

banks per physical node, rows per subarray (set), and row
size. Banks per physical node and row size are reported to
system software. While subarray sizes are not reported in
DDR4 [60], we have confirmed with a major cloud provider
that DRAM vendors can share subarray sizes with them.
Even without (ideal) cooperation from DRAM vendors,

one can infer subarray sizes using prior methodologies [24,
166]. We apply the mFIT [24] methodology to Siloz’s evalua-
tion platform, observing a pattern of failed Rowhammer at-
tacks at multiples of 1024 rows. Thus, we infer a subarray size
of 1024 rows, consistent with prior work [19, 72, 73, 80, 88].

Given the server’s 192 banks/physical node and 8 KiB/row,
1024-row subarrays yield a subarray group size of 1.5 GiB
(192 banks/physical node ∗ 1024 rows/subarray ∗ 8 KiB/row).
For subarray sizes in the modern range of 512–2048 rows
[155], the group size linearly-increases from 0.75 GiB to 3
GiB. We compare managing different group sizes in §7.4.

4.2 Mapping Pages to Subarray Groups
Subarray group isolation can only work if entire pages map
to the same subarray group(s). This is because hypervisors—
including Siloz—provision memory to VMs in pages (§2.1),
meaning that a VM is only isolated if its pages reside in the
same private subarray group(s). We thus detail how commod-
ity x86-64 physical-to-media addressing maps 2 MiB and 4
KiB pages to single subarray groups, enabling isolation. We
then discuss 1 GiB pages, which pose an additional challenge.

2 MiB and 4 KiB Pages. Given 2 MiB alignment in com-
modity subarray group sizes (with handling of exceptional
cases discussed in §6), we exploit the insight that 2 MiB
and 4 KiB pages map to a single subarray group on servers
that adopt a generally-ascending physical-to-media address
mapping. For instance, to a first approximation of Intel’s
Skylake-based server mappings, row groups are populated
in ascending order by ascending page numbers (Fig. 2). As-
suming one page per row group for visualization, page 0
maps to row group 0, page 1 to row group 1, and so on.

Considering the finer details of Intel’s mapping, increasing
page numbers do not monotonically-ascend through all row
groups, but still result in a layout where 2 MiB and 4 KiB
pages map to the same subarray group (maintaining isola-
tion capabilities). Specifically, every 𝑛 rows groups are pop-
ulated in alternating ascending fashion by two individually-
contiguous physical address ranges 𝐴 and 𝐵, where 𝑛 = 16
based on the memory geometry of Siloz’s evaluation server
(and 16 row groups is 24 MiB of memory: 8 KiB/row ∗ 16
rows/bank ∗ 192 banks/socket). Row groups [0, 𝑛) are pop-
ulated by the first chunk of range 𝐴, row groups [𝑛, 2𝑛) by
the first chunk of range 𝐵, row groups [2𝑛, 3𝑛) by the sec-
ond chunk of range 𝐴, and so on—until repeating with new

ranges at a second, 768 MiB-aligned mapping “jump”. Cru-
cially, because these chunks align with and encompass entire
2 MiB pages, subarray group isolation remains possible.

1 GiB Pages. The aforementioned address “jump” at 768
MiB-aligned addresses means that 1 GiB (1024 MiB) pages do
not inherently map to a single subarray group. However, by
constructing sets of consecutive subarray groups totaling 3
GiB in size (e.g., 2 sets of 1024-row subarray groups, each 1.5
GiB), we find that at least 1/3 of 1 GiB physical address ranges
map to single 3 GiB sets, enabling isolation of associated
pages. The remaining 2/3 of memory must be allocated as 2
MiB or smaller pages to preserve isolation.

5 Siloz Hypervisor Design
In this section, we present the design of a hypervisor, Siloz,
built to provide efficient inter-VM Rowhammer protection
by placing VMs in private subarray group(s). We first de-
tail Siloz’s policy for inter-VM isolation via subarray groups
(§5.1) and how Siloz introduces logical NUMA nodes to man-
age this policy (§5.2). We then describe a subarray group’s
lifetime from host boot to shutdown (§5.3). Finally, we dis-
cuss integrity protection for the extended page tables (EPTs)
that Siloz uses to enforce subarray group isolation (§5.4).

For convenient concrete examples, we discuss Siloz and its
subarray groups in the context of a Linux/KVM baseline hy-
pervisor, Siloz’s evaluation server—a dual-socket, 192 DRAM
banks/socket (i.e., physical node), major cloud provider-based
Intel Skylake configuration—and a commodity subarray size
of 1024 rows [19, 72, 73, 80, 88] (as found on Siloz’s evalu-
ation server, resulting in a subarray group size of 1.5 GiB,
§4). However, Siloz’s design principles generalize to other
hypervisors, memory geometries, subarray sizes, and—given
similar physical-to-media address mappings—CPU vendors;
we have verified Siloz’s functionality on Intel Skylake and
Cascade Lake servers with different memory geometries.

Deployment Environment. In line with our major cloud
provider partner, Siloz does not sharememory among tenants
for security and backs guest DRAMwith reserved huge pages,
which cannot be paged, for high performance [103, 175].

5.1 Subarray Group Isolation: Goal and Policy
Siloz places each VM and the host into private subarray
groups, such that the effects of hammering are restricted
to one’s own domain. Siloz correspondingly classifies each
subarray group as either host-reserved (usable by the host)
or guest-reserved (usable by exactly one VM).

Siloz decides whether to allocate a page from a particular
host- or guest-reserved subarray group based on if the page
is unmediated as henceforth defined. If a VM can directly
access the page (e.g., without a VM exit), the page is unmedi-
ated and should be allocated from one of the VM’s subarray
groups. Intuitively, unmediated pages include those mapped
into the VM’s address space that will not cause a VM exit
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Figure 3. Siloz prevents inter-VM hammering by placing specific pages in host- or guest-reserved subarray groups, based on
whether a VM has unmediated access to the pages (§5.1). Siloz abstracts subarray groups as logical NUMA nodes (§5.2) for
convenient memory management throughout system lifetime (§5.3). Because extended page tables (EPTs) enforce subarray
group isolation, Siloz supplementally ensures EPT integrity using emerging hardware extensions [3, 54] or guard rows (§5.4).

for some access type (e.g., guest RAM, guest ROM due to un-
mediated reads, and select MMIO pages). More specifically,
Siloz classifies pages based on their existing QEMU memory
type [30], indicating which access types trigger exits, if any.
Siloz allocates other pages from host-reserved subarray

groups, including mediated, host-only, and EPT pages. We
defer discussion of Siloz’s protection for EPT pages to §5.4.

The rationale behind Siloz’s policy is that a VM can trivially-
hammer memory to which it has unmediated access; such
memory should therefore be contained to the VM’s subarray
group(s) to maintain isolation. Conversely, theoretical “con-
fused deputy” hammering by host software (i.e., maliciously-
exiting into the hypervisor in a manner that tricks host
software into hammering) is a comparatively-difficult—and
undemonstrated—attack vector. Thus, host-mediated pages
are already relatively-guarded against use for Rowhammer.
More importantly, should such confused deputy hammering
ever prove feasible, the required VM exit means that the host
could easily apply its own mitigation for this hammering
(e.g., rate-limiting exit-induced memory accesses).

For guest IO, the current Siloz prototype uses paravirtu-
alization (virtio [127]). Thus, the hypervisor manages (i.e.,
can rate-limit) DMAs on behalf of the guest, meaning the
guest cannot issue unmediated DMAs to hammer. To instead
support secure passthrough IO (SR-IOV [32]), Siloz would
need to (1) ensure that the virtual device’s IOMMU restricts
each guest to perform DMAs within the bounds of the guest
subarray groups’ address ranges, and (2) protect the corre-
sponding IOMMU page table pages akin to EPT pages.

5.2 Subarray Groups as Logical NUMA Nodes
To manage subarray group isolation, Siloz introduces the
concept of logical NUMA nodes. A logical NUMA node is a
memory pool consisting of at least 1 subarray group and is
thus a subset of a physical NUMA node; logical nodes are
hence similar to zNUMA nodes [92].

The key benefit of abstracting subarray groups as (logical)
NUMA nodes is that Siloz can manage isolation via existing
and robust kernel NUMA primitives. Furthermore, similar
NUMA support exists across major hypervisors [109, 153,
162], allowing Siloz’s design to generalize beyond Linux/KVM.

To preserve physical NUMA semantics alongside logical
NUMA extensions, Siloz maintains a mapping from each
logical node to its physical node. Thus, Siloz can support
isolation without sacrificing physical NUMA optimizations.
For instance, a VM can be comprised of logical nodes from
the same physical node to avoid remote NUMA latencies.

Logical nodes consisting of guest-reserved subarray groups
are guest-reserved nodes. Such nodes comprise all but one
logical node per socket and arememory-only (i.e., no directly-
associated compute resources, §2.2). This design, coupled
with a Linux control group [33] that limits memory alloca-
tions to specific nodes [71], restricts the use of guest-reserved
nodes to requests from KVM-privileged processes (§5.3).

The remaining logical nodes correspond to host-reserved
subarray groups and are hence classified as host-reserved
nodes. Unlike guest-reserved nodes, host-reserved nodes are
associated with both subarray group(s) and their correspond-
ing socket’s cores. Again coupled with a Linux control group,
this design restricts Siloz to host-reserved nodes by default
for both memory allocations and scheduling decisions.

5.3 Lifetime of a Subarray Group
Siloz calculates which physical pages map to which subarray
groups during early boot, enabling isolation from boot until
shutdown. The number of rows per subarray is passed as a
boot parameter. To determine the physical-to-media address
mapping (required to map physical addresses to subarray
groups), Siloz uses its ports of existing drivers [48, 56] for
such translations, modified to operate during early boot.
Because physical-to-mediamappings are fixed based on BIOS
settings (§2.4), the calculated subarray group address ranges
can be cached across boots in a bootloader or firmware.
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Once the subarray group address ranges are loaded, Siloz
augments existing NUMA topology parsing logic [147] to
(a) provision a logical node for each subarray group, and (b)
store a mapping from the logical node to its corresponding
physical node to preserve physical NUMA semantics (§5.2).

After the required nodes are in place and boot is complete,
a privileged user can create a control group with exclusive
access to available guest-reserved nodes. A QEMU [8] pro-
cess, which manages a KVM VM, can then allocate memory
on the guest-reserved nodes if the process (a) belongs to the
control group, and (b) has KVM privileges. To request this
memory, QEMU uses a newUNMEDIATED flag in itsmmap()
calls for unmediated memory ranges; recall that mediation
status is provided by existing QEMU memory types (§5.1).
Upon parsing the flag, Siloz checks whether the requesting
process is permitted to access guest-reserved nodes, and if
so, allocates the memory from the appropriate nodes.

During VM execution, Siloz avoids potential overheads of
managing a large number of nodes by identifying scenarios
in which it is unnecessary to iterate over guest-reserved
nodes, especially while holding locks. For instance, a guest-
reserved node’s free memory statistics do not change after
VM boot and thus do not require periodic updates [142].

When a VM is shutdown/killed, its backing host memory
is freed to the corresponding (logical) nodes’ free pools per
existing Linux semantics. However, the nodes’ reservation
remains valid until its encompassing control group is de-
stroyed/modified by a privileged user. We note that there is
no modification to host shutdown: the privileged shutdown
routine is free to kill any process and its resources, ignoring
otherwise active subarray group/logical NUMA constraints.

5.4 Extended Page Table (EPT) Integrity
EPTs pose a distinct challenge to subarray group isolation.
Because EPTs define the host physical addresses that a VM
may access (§2.1), Siloz relies on EPT integrity to enforce
subarray group isolation. Thus, unlike other VM data, Siloz’s
goal of per-VM Rowhammer isolation requires protection of
a VM’s own EPTs, not just inter-VM isolation; EPT bit flips
must be prevented or detected-upon-use (integrity-checked).

Hardware-Based Protection. Emerging Intel and AMD
servers support secure EPT [54], referred to as secure nested
paging (SNP) by AMD [3]. With secure EPT, hardware per-
forms mapping integrity checks for EPT entries denoted
as “secure”, supplementing Siloz’s subarray group isolation;
the host (e.g., Siloz) selects free pages to be used for secure
EPTs, while the TDX module/hardware encrypts and in-
tegrity checks these pages [20, 53]. While integrity checks
only detect—not prevent—EPT corruption, they eliminate
the key security threat of EPT bit flips: software cannot use a
corrupted EPT to escape subarray group isolation. Nonethe-
less, depending on how system firmware handles failed TDX
integrity checks, a VM may still cause denial-of-service via
EPT bit flips; failed SGX checks yield processor lockups [58].

Software-Based Protection. To also provide availability
guarantees and support hardware without secure EPT, an
alternate solution is needed. Here, Siloz exploits the insight
that EPTs occupy a small portion of DRAM (< 0.001% in de-
ployment conditions described shortly), lending themselves
to protection via guard rows that prevent bit flips (§3).

A basic guard row scheme would reserve an entire subar-
ray group for EPTs, placing 𝑛 guard rows between each EPT
row. However, via insights about server DRAM addressing
and VM deployment, Siloz can minimize the required DRAM.
In particular, all EPTs can fit into a single row group per

socket on Siloz’s major cloud provider-based server configu-
ration due to several deployment conditions. First, because
cloud providers do not typically share pages among tenants
for security [92, 140, 151], the number of EPTs is bounded;
each host page is mapped in at most one EPT. Second, allo-
cating VMs in contiguous physical memory regions—made
feasible by (a) each subarray group’s contiguity [175], and
(b) static guest memory allocation done for performance [92,
140, 151]—further reduces EPT counts; each last-level EPT
can map 512 of the VM’s contiguous pages [141]. Third,
backing guests with 2 MiB huge pages—again for perfor-
mance [92, 140, 151]—reduces EPTs by a factor of 512 [141].
In this environment (deployed by multiple major cloud

providers [92, 140, 151]), the 512 entries in each last-level
EPT page cumulatively map approximately 1 GiB of DRAM,
with higher-level EPT pages providing a negligible (≈ 1/512)
increase in the total number of EPT pages. Since each bank is
1 GiB, and a single 8 KiB row in a bank holds two EPT pages,
one row group per socket is sufficient to store all EPTs.

Thus, rather than allocating an entire subarray group for
EPTs, Siloz reserves a contiguous block of 𝑏 row groups in a
designated subarray group. One row group at offset 𝑜 in the
block serves as the EPT row group, while the other 𝑏 − 1 row
groups serve as guard rows (roughly split above and below
the EPT row group). The host or a VM can accordingly safely
use remaining (non-reserved) rows in the subarray group.
In our implementation, Siloz specifically uses 𝑏 = 32 and

𝑜 = 12, which reserves just ≈ 0.024% of DRAM for the
combination of EPTs and guard rows. At a high level, the
specific choices of 𝑏 = 32 and 𝑜 = 12 ensure that an EPT
row has a sufficient number on guard rows on both sides to
prevent bit flips, in spite of potential DIMM-internal half-row
(§2.3) remaps affecting adjacency within 32-aligned blocks.
We defer more detailed discussion of such remaps to §6.

To allocate EPTs from appropriate row groups, Siloz instru-
ments the host KVM module’s kmalloc() calls for EPT pages
with a new GFP_EPT flag (get free page EPT). Siloz uses
this flag in conjunction with the corresponding VM’s con-
trol group to choose a row group block (implemented, like a
subarray group, as a logical NUMA node) for the allocation.

To prevent guard row use, Siloz offlines pages mapping to
guard rows during system initialization. This behavior ex-
tends Linux’s system for offlining faulty memory pages [15].
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6 Handling Media-to-Internal Mappings
Thus far, we have discussed DRAM row addressing and sub-
array group isolation in the context of media addresses (via
which memory controllers access DRAM, §2.4). However,
it is important to consider potential differences in a server
DIMM’s internal mapping of media addresses, such that rows
are isolated to expected subarrays. Thus, Siloz accounts for
various potential sources of row remaps in server DIMMs.

Row Repairs. DRAM vendors and cloud vendors can
“repair” defective rows by remapping them to spare internal
rows that are allocated during manufacturing [4, 21, 51, 52,
61, 63, 75, 75]. Notably, a row’s remapped internal address is
left up to the DRAM vendor and not exposed to the memory
controller, which continues to use the same media address.
Such repairs pose a threat to subarray group isolation if
they are inter-subarray, wherein a defective row could be
remapped to a spare row in a different subarray group [70].

While our experiments (§7.1) have not yielded evidence of
inter-subarray repairs (e.g., many/all repairs may use intra-
subarray spare rows), Siloz can still mitigate the threat of
inter-subarray repairs. In the worst-case that a DIMM only
uses inter-subarray repairs, the pages mapping to these rows
can be identified via address translation drivers and removed
from allocatable memory to preserve isolation, as can be
done for failing memory pages [15]. We note that only a
small portion of rows (e.g., 0.15% [24]) have been observed
to be remapped due to row repairs in server DIMMs, meaning
little memory capacity would be lost with such a mitigation.

Vendor-SpecificAddress Scrambling.A subset ofmajor
DRAM vendors perform row address scrambling [24], trans-
forming bits 𝑏1 and 𝑏2 of the row media address (where 𝑏0 is
the least significant bit) by XOR-ing each with 𝑏3. While row
scrambling can thus affect the internal ordering of a group
of 8 rows (bit range [𝑏0, 𝑏2] encodes 8 rows, where 𝑏1 and 𝑏2
are potentially transformed), it does not affect the internal
contiguity of these 8 rows; higher-order bits are unchanged.

Thus, for any DIMM whose subarray size is a multiple of
8 rows, there is no impact. In any remaining DIMMs, Siloz
can remove pages mapping to the 8-row range potentially
violating isolation at each subarray boundary from allocat-
able memory (similar to any inter-subarray repaired rows).
For non-multiple-of-8 subarray sizes in the range (512, 2048),
this would impact between ≈ 1.56% and ≈ 0.39% of DRAM,
respectively (linearly-decreasing with larger subarray sizes).

StandardizedAddressMirroring and Inversion.DDR4
specifies [62] two other forms of row address transforma-
tions for a specific subset of signals: mirroring (for easier
signal routing) and inversion (for improved signal integrity).
Because both have similar ramifications for Siloz, we first
describe each transformation as depicted in Table 1, before
detailing how Siloz accounts for them. Again given a modern
subarray size of 512–2048 rows [155], we consider transfor-
mations of row address bits in the range [𝑏0, 𝑏10] (encoding

Bit Even Rank Odd Rank
A-side B-side A-side B-side

𝑏0 𝑏0 𝑏0 𝑏0 𝑏0
𝑏1 𝑏1 𝑏1 𝑏1 𝑏1
𝑏2 𝑏2 𝑏2 𝑏2 𝑏2
𝑏3 𝑏3 ! 𝑏3 𝑏4 ! 𝑏4
𝑏4 𝑏4 ! 𝑏4 𝑏3 ! 𝑏3
𝑏5 𝑏5 ! 𝑏5 𝑏6 ! 𝑏6
𝑏6 𝑏6 ! 𝑏6 𝑏5 ! 𝑏5
𝑏7 𝑏7 ! 𝑏7 𝑏8 ! 𝑏8
𝑏8 𝑏8 ! 𝑏8 𝑏7 ! 𝑏7
𝑏9 𝑏9 ! 𝑏9 𝑏9 ! 𝑏9
𝑏10 𝑏10 𝑏10 𝑏10 𝑏10

Table 1.DDR4 address mirroring and inversion [62] of lower-
order rowmedia address bits as a function of DIMM rank and
“side” (half). Odd-rank addresses are mirrored (red+orange).
B-side addresses are inverted (yellow+orange). Lightened
colors denote transformed bits. “!” denotes boolean NOT.

up to 2048 rows). Notably, transformations of [𝑏0, 𝑏10] and
higher-order bits are mutually-independent in DDR4 [62].

In address mirroring, select address bit pairs are mirrored
(swapped) in odd ranks (red+orange columns in Table 1),
while unmodified in even ranks (white+yellow). Specifically,
bit pairs <𝑏3, 𝑏4>, <𝑏5, 𝑏6>, and <𝑏7, 𝑏8> are each mirrored on
odd ranks (e.g., 0b10000—𝑏4 = 1, 𝑏3 = 0—becomes 0b01000).
To understand address inversion, recall that each row is

internally-split into two half-rows: the A-side and B-side
half-rows (§2.3). Bits [𝑏3, 𝑏9] are inverted in B-side half-rows
(yellow+orange), but not in A-side half-rows (white+red).

As with row address scrambling, inversion and mirroring
pose a challenge to subarray group isolation only for certain
subarray sizes. In particular, if the subarray size is a power-
of-2 in the commodity range of 512–2048 rows, inversion
and mirroring have no effect on subarray group isolation;
for instance, the major vendor’s DIMMs in Siloz’s evaluation
server are unaffected, given their 1024-row subarrays (§4).

For intuition on why power-of-2 sizes work so well, note
that the𝑛 least-significant bits of a rowmedia address encode
the exact number of rows in a subarray of size 2𝑛 . Given sizes
of 512 (𝑛 = 9, [𝑏0, 𝑏8]), 1024 (𝑛 = 10, [𝑏0, 𝑏9]), and 2048 rows
(𝑛 = 11, [𝑏0, 𝑏10]), it is clear from Table 1 that these subarray
size-aligned bit ranges are only transformed to different
offsets within the same subarray, maintaining isolation.

For remaining potential subarray sizes in the commodity
range—where inversion and mirroring can cause pages to be
split across subarray boundaries—Siloz can still provide sub-
array group isolation by forming “artificial” subarray groups.
In particular, Siloz can round the subarray size up to the near-
est power-of-2, such that the rows in an artificial subarray
group maintain the DIMM-internal contiguity property.

Because these artificial boundaries would not always align
with true subarray boundaries that provide natural isolation,
Siloz can instead enforce isolation across artificial bounds by
adding 𝑛 guard rows at the start of each artificial subarray,
where 𝑛 = 4 protects against bit flips observed on modern
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Parameter Value
Host Machine Dual-socket Intel Xeon Gold 6230 CPU@ 2.1 GHz; per-socket:

40 logical cores, 192 GiB DDR4 DRAM (32 GiB 2Rx4 DIMMs
@ 2933 MHz, 192 total banks, 1024 8 KiB rows per subarray)

Host OS+Kernel Ubuntu 22.04+Linux/KVM 5.15 (generic configuration)
Guest OS+Kernel Ubuntu 22.04+Linux 5.15 (generic configuration)

Table 2. Baseline system configuration. The host kernel is
varied among the unmodified Linux/KVM baseline and Siloz.

server DIMMs [24, 87, 129]. Accounting for mappings on
different ranks and sides, this would reserve between≈ 1.56%
and ≈ 0.39% of DRAM (again linearly-decreasing with larger
subarray sizes). We note that this reservation would be in
place of any potential reservations for address scrambling,
since the artificial subarray size would be a multiple of 8.

Key Takeaways. While commodity power-of-2 subarray
sizes integrate most easily, Siloz can support other potential
subarray sizes by removing the small fraction of pages vio-
lating isolation from allocatable memory. Nonetheless, the
aforementioned challenges highlight the benefit of hardware-
software co-design in DRAM systems [80, 114], especially
for subarray group isolation. For instance, these challenges
could be overcome by exposing isolation domains such as
subarray groups in the DRAM interface, providing architec-
tural guarantees to facilitate Siloz’s widespread adoption.

7 Evaluation
We evaluate Siloz against a Linux/KVM [82] 5.15 (Ubuntu
22.04 LTS) baseline hypervisor on a major cloud provider-
based Intel Skylake server configuration. Unless noted, we
use default BIOS settings. Given 192 banks per socket (i.e.,
physical node) and 1024 8 KiB rows per subarray, Siloz man-
ages a subarray group size of 192 ∗ 1024 ∗ 8 KiB = 1.5 GiB by
default. We evaluate the effects of instead managing subar-
ray sizes of 512 and 2048 rows (the lower and upper limits of
modern subarray sizes [155]) in §7.4 and distinguish these
variants as Siloz-512, Siloz-1024 (default), and Siloz-2048. All
Siloz variants protect EPTs via guard rows (§5.4). We use the
same generic kernel configuration and boot parameters for
the baseline and Siloz. Table 2 lists our system configuration.
To evaluate Siloz’s security, we run an extended version

of the Blacksmith [59] Rowhammer fuzzer to flip bits.
To evaluate Siloz’s effect on execution time, we run re-

dis+YCSB [14, 26] and terasort fromHadoop [118] in line with
related work [40]. We also run the SPEC CPU 2017 and PAR-
SEC 3.0 benchmark suites used in related work [40, 84, 173].
To evaluate throughput, we run memcached [67], Sys-

BenchmySQL [85], and IntelMemory Latency Checker (MLC)
[152], which measures throughput via performance counters.

We run performance benchmarks in an unmodifiedUbuntu
22.04 VM using KVM [82] acceleration with QEMU [8] v6.2.0
(i.e., Ubuntu 22.04’s version). Select mmap() calls are modi-
fied to request memory from guest-reserved nodes (§5.3).

Observed Bit Flips? DIMM
A B C D E F

Inside Subarray Group yes yes yes yes yes yes
Outside Subarray Group NO NO NO NO NO NO

Table 3. Siloz’s contains bit flips to a hammering domain’s
subarray group (§7.1), preventing inter-VM hammering.

VMs are provisioned with all 40 logical cores from socket
0 and 4 GiB of DRAM per logical core (160 GiB total). Multi-
threaded workloads are executed with a thread per logical
core (40 total), except for PARSEC workloads, which require
a power-of-2 number of threads and are thus executed with
32 threads. Guest memory is statically allocated, pinned, not
oversubscribed, and backed by 2 MiB host huge pages, as
done by multiple major cloud providers [92, 140, 151].

7.1 Security
We assess two aspects of Siloz’s security. First, we determine
whether Siloz can contain hammering to a domain’s exclusive
subarray group(s)—or alternatively put, whether Siloz can
eliminate inter-VM bit flips. Second, we determine whether
Siloz can prevent bit flips in designated rows (e.g., EPT rows).

We generate bit flips in the baseline system using a mod-
ified version of Blacksmith [59] Rowhammer fuzzer (i.e., a
fuzzer that attempts to find hammering patterns that induce
bit flips despite state-of-the-art hardware mitigations), which
we have extended to support server DIMMs. We then com-
pare Blacksmith’s effectiveness when running under Siloz.

Hammering Containment.We first pin Blacksmith to a
Siloz subarray group in Siloz, where we only detect bit flips
in the group, as expected. We left the system running for
24 hours, such that ECC patrol scrubbing would catch any
potentially-undetected bit flips. While we observed bit flips
in all of the socket’s DIMMs (and across ranks and banks
in the DIMMs), none of the bit flips occurred outside of the
subarray group (Table 3). Thus, we confirm Siloz’s ability to
contain hammering to provisioned subarray groups.

EPT Bit Flip Prevention. To assess Siloz’s ability to pre-
vent bit flips in designated rows (e.g., EPT rows), we run
Blacksmith with disjoint (a) groups of 32 consecutive logi-
cal rows protected according to Siloz’s mitigation, and (b)
other groups of 32 rows unprotected in the same subarray
group. As expected, we do not observe bit flips in the pro-
tected rows, while we do observe bit flips in the unprotected
rows. We also note that all bit flips observed during our ham-
mering containment tests were in non-EPT rows. Thus, we
demonstrate Siloz’s efficacy in preventing EPT bit flips.

7.2 Execution Time
We evaluate Siloz’s effect on execution time against redis+
YCSB, Hadoop terasort, and the SPEC CPU 2017 (SPECspeed)
and PARSEC 3.0 benchmark suites. We include all six YCSB
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Figure 4. Baseline-normalized execution time (§7.2) for Siloz.
Error bars depict 95% confidence intervals. Lower is better.

core workloads A–F. We omit PARSEC’s supplemental net-
work benchmarks due to occasional deadlock in the bench-
marks on all kernels (i.e., including the unmodified baseline).
As shown in Fig. 4, we find that Siloz’s geometric mean

timing shows < 0.5% difference from baseline timing, demon-
strating Siloz’s negligible effect on execution time. Because
Siloz only affects the location of boot-time allocations for
each VM, one would not expect significant runtime effects,
consistent with our results. Nonetheless, we consider poten-
tial sources of varied execution time for completeness.
Beyond the noise present in each benchmark, potential

sources of execution time improvement for Siloz stem from
Siloz’s relatively-stringent NUMA locality enforcement. For
instance, we found that when running redis-B in a slightly-
modified baseline (i.e., onlywith Siloz’s constraints on EPT al-
locations), performance slightly improved. We note that bet-
ter NUMA locality for EPTs is being reviewed in Linux [137].
Potential sources of execution time worsening for Siloz

stem from Siloz’s iteration over more (logical) NUMA nodes
than the baseline, especially in I/O-bound workloads where
the host is more active. However, Siloz’s subarray size sensi-
tivity results (§7.4) indicate that noise is a more likely culprit.

7.3 Throughput
We measure Siloz’s effects on memory throughput using
memcached, Sysbench mySQL, and Intel MLC. MLC work-
loads are differentiated by all reads (mlc-reads), read:write
ratios (mlc-3:1, mlc-2:1, and mlc-1:1), and a STREAM triad-
like benchmark [108] (mlc-stream). As shown in Fig. 5, Siloz
yields < 0.5% difference from baseline mean throughput.

Factors affecting throughput are similar to those affecting
execution time (i.e., Siloz’s more stringent NUMA enforce-
ment and management of more nodes). Additionally, both

Figure 5. Baseline-normalized throughput (§7.3) for Siloz.
Error bars depict 95% confidence intervals. Lower is better.

bandwidth and execution time can be affected by address-
dependent cache slice/set indexing functions [57, 107, 168];
specific addresses vary between the baseline and Siloz due
to Siloz’s subarray group address range constraints. How-
ever, because Siloz still manages contiguous regions much
larger than those of commonly-optimized access patterns, it
is unsurprising that there is no clear performance difference.
Given that mean bandwidth and execution time are well-
within the confidence intervals of individual benchmarks,
we conclude that Siloz’s mean differences are insignificant.

7.4 Subarray Size Sensitivity
While we are unaware of modern server DIMMs using the
lower bound (512 rows) and upper bound (2048 rows) for con-
ventional modern subarray sizes [155], we can nonetheless
measure Siloz sensitivity to such sizes by modifying Siloz’s
presumed subarray size (passed as a boot parameter, §5.3).
In particular, because DDR standard access timings do

not vary across subarrays [60], and varying subarray sizes
does not change the degree of bank-level parallelism avail-
able to each subarray group (§4), we can measure Siloz’s
performance on “artificial” subarray groups without loss of
accuracy. We note that such artificial groups do not work for
evaluating security without additional considerations (§6)
because isolation properties do change across subarrays.

For clarity, we refer to the “original” Siloz variant run on
our evaluation’s server as Siloz-1024 (since the true subarray
size is 1024 rows), and compare it to variants Siloz-512 and
Siloz-2048. Notably, Siloz-512’s smaller subarray group sizes
means twice as many logical NUMA nodes as Siloz-1024
are needed to represent the correspondingly-larger number
of subarray groups. Likewise, Siloz-2048’s larger subarray
group sizes require half as many nodes as Siloz-1024.

426



Figure 6. Siloz-1024-normalized execution time when vary-
ing from 512 to 2048 row groups per subarray group (§7.4).
Error bars depict 95% confidence intervals. Lower is better.

As shown in Fig. 6 (execution time) and Fig. 7 (throughput),
we find < 0.5% geometric mean overheads for the perfor-
mance of Siloz-512 and Siloz-2048 when normalized to that
of Siloz-1024. The fact that there are no clear trends (nor
significant differences) in mean timing and bandwidth as a
function of subarray size is expected, given that subarray size
does not effect DDR access times nor bank-level parallelism.

Furthermore, the lack of a trend is further indicative that
the number of NUMAnodes does not play a significant role in
performance, and that the most likely source of performance
differences is simply noise. In particular, if NUMA node
iterations played a significant role, onewould expect the Siloz
variant with the fewest nodes (Siloz-2048) to outperform the
one with most nodes (Siloz-512), which is not the case.

8 Discussion
8.1 Memory Fragmentation
VMs (especially micro-VMs [1, 156]) may have finer-grained
DRAM demands than Siloz’s subarray group size for a given
server configuration. Thus, provisioning an entire subarray
group for relatively small needs (e.g., a 1.5 GiB subarray
group to a VM needing 512 MiB) risks wasting significant
DRAM. The severity of potential fragmentation thus depends
on differences between subarray group sizes and granularity
of guest DRAM provisioning; multiple major cloud providers
offer VM sizing at similar granularity to Siloz [110, 140].
More importantly, potential sizing mismatches are not

inherent to the subarray group primitive, instead arising
from memory controllers’ selected DRAM address map. To-
day’s sub-NUMA clustering mapping option [111] can re-
duce group sizes by 50% to support finer-grained provision-
ing; the size linearly decreases with the number of banks
touched per page (§4.1). In future systems, greater control

Figure 7. Siloz-1024-normalized throughput timewhen vary-
ing from 512 to 2048 row groups per subarray group (§7.4).
Error bars depict 95% confidence intervals. Lower is better.

over physical-to-media address mappings [16, 97] could al-
low Siloz to tailor subarray group sizes to specific VM classes.

8.2 Considerations for Other DRAM Technologies
While today’s DDR4 DRAM is widely-deployed, DDR5 and
HBM2 DRAM are increasingly-deployed in servers and re-
main vulnerable to Rowhammer [78, 119]. We thus discuss
how differences in DDR5 and HBM2 could impact Siloz.
First, memory controllers may use different physical-to-

media addressmappings for suchmodules, requiring updated
versions of Siloz’s drivers for DDR4 DIMMs [48, 56]. Second,
DDR5 and HBM2 can provide greater bank-level parallelism
than DDR4 by increasing the number of banks per rank (and
hence, per physical node). Thus, the upper bound of Siloz’s
subarray group sizes could proportionally increase in these
geometries, yielding coarser-grained memory management
(which can be offset using techniques described in §8.1).

In addition to these effects, DDR5 actually eases subarray
group isolation for non-power-of-2 subarray sizes. Specifi-
cally, DDR5 stipulates that any DIMM-internal address mir-
roring and inversion (§6) must be undone upon arriving at
each DRAM device [64], potentially to ease reasoning about
DRAM faults/errors. Thus, Siloz would not have to create
artificial subarray groups for non-power-of-2 subarray sizes
in DDR5, as all devices use the same internal addresses.

8.3 Alternate EPT Protection
While Siloz provides EPT integrity using guard rows or
emerging hardware extensions [3, 54], we emphasize that a
variety of EPT bit flip mitigations can help to enforce Siloz’s
subarray group isolation. For instance, a state-of-the-art
SoftTRR-like [173] software refresh routine could periodically
refresh EPT rows to protect their values against bit flips.
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We chose to use guard rows instead of a software refresh
routine because of the difficulty of providing real-time guar-
antees in the Linux kernel [104], especially in many-core,
generic production environments. We found that scheduling
a software refresh routine to run every 1 ms (as would be re-
quired to protect EPT rows via periodic refresh [173]) did not
consistently meet 1 ms deadlines between refreshes. Rather,
we observed a minimum of 1 ms between software refreshes
due to Linux scheduling semantics [146], even observing a
period greater than 32 ms (over 32 times a safe period).
To avoid scheduling delays, we instead ran the refresh

routine immediately upon receipt of a periodic timer tick
interrupt (i.e., during the interrupt request, rather than as its
own task). Notably, this experimental design could interfere
with other real-time scheduling, providing a clear drawback.

We also found that we had to deactivate Linux optimiza-
tions that disable the timer tick on idle cores for power
and performance savings [2, 132, 138, 158]. Despite these
changes, we found that the tick interrupts could still be de-
layed or dropped for various reasons, such as interrupts being
disabled. These delayed/dropped tick interrupts resulted in
missed refresh deadlines, leaving EPTs vulnerable to bit flips
even in the presence of redundant ticks, tick skew [47] across
cores, and performance-costly real-time kernel patches.

8.4 Broader Applicability to DRAM Isolation
Siloz uses logical NUMA nodes to manage subarray groups
for Rowhammer isolation; however, cloud providers could
use logical NUMA nodes to manage other units of DRAM iso-
lation (e.g., banks, ranks, channels, or memory controllers).
These units of isolation are attractive in that they could pro-
vide VMs with security isolation against additional DRAM
timing [122] and power [22] side channels, as well as perfor-
mance isolation (e.g., memory controller scheduling [112]).

The key challenge to extending Siloz’s abstractions beyond
subarray groups is the compatibility of physical-to-media
address mappings. Given mappings that interleave a memory
page across a physical node’s banks (§2.4), these forms of
isolation are not feasible in default configurations. However,
extended addressing control (§8.1) could enable Siloz’s ap-
plication to these units, allowing cloud providers to offer a
richer set of isolation options. Alternatively, modifying fu-
ture DRAM to support subarray-level parallelism [80] could
allow subarray groups themselves to offer such properties.

9 Related Work
Rowhammer attacks/analyses. Rowhammer bit flips were
publicized in 2014 [79], spurring various attacks and analyses
[22–25, 28, 34, 37, 42, 43, 46, 58, 59, 65, 74, 79, 79, 83, 83, 86,
93, 98, 113, 115–117, 119, 120, 123, 125, 129, 133, 144, 145, 149,
150, 163, 165, 172], including the related RowPress phenom-
enon [101]. These works motivate Siloz’s subarray-based
approach to DRAM isolation, especially given increasing
susceptibility to ACT-induced disturbances inside subarrays.

Rowhammermitigations. Beyond deployed-but-vulner-
able mitigations (§2.5), other hardware and software mitiga-
tions offer a range of security-performance trade-offs and are
not known to be deployed [5, 6, 9, 11, 12, 17, 31, 35, 36, 39, 41,
44, 45, 50, 66, 68, 74, 76–79, 84, 89, 91, 94, 96, 98, 105, 106, 121,
124, 128, 130, 131, 150, 155, 159–161, 164, 167, 169, 174, 176].
Of these, we analyze mitigations most-related to Siloz in §3.

Siloz efficiently prevents inter-VM hammering. However,
unlike numerous mitigations, Siloz only provides inter-VM
protection and not intra-VM protection. In fact, Siloz can
increase intra-VM subarray co-location, potentially simplify-
ing intra-VM Rowhammer. Given inter-VM versus intra-VM
exploit severity, we consider this trade-off to be acceptable.

Other DRAM Side Channels. DRAMA [122] shows that
DRAM accesses can leak information through timing side
channels, such as bank conflicts. HammerScope [22] shows
similar leakage through power side channels. Proposed mit-
igations [29, 136, 154, 177] are largely-based on avoiding
simultaneous contention for a DRAM resource (e.g., a bank).
Combining these mitigations with Siloz’s inter-VM Rowham-
mer protection is a potential avenue for future work.
Subarrays. mFIT [24] shows that Rowhammer is inef-

fective across subarrays, as asserted in prior work [96, 164].
X-ray [117] infers subarray structure in select DDR4 and
HBM2 modules. Siloz builds on these insights to mitigate
inter-VM hammering via subarray group isolation. Other
work proposes using subarrays for in-DRAM data move-
ment [18, 155] and implementing subarray-level parallelism
for DRAM activations [80] and refreshes [166], performance
optimizations from which Siloz-isolated VMs may benefit.

10 Conclusion
In this work, we have presented Siloz, a hypervisor that
brings DRAM isolation domains to the cloud via subarray
groups. Siloz provides VMs with comprehensive protection
against inter-VM hammering at negligible performance im-
pact. While today’s DRAM standards only allow subarray
groups to be used for security, our findings motivate rethink-
ing DRAM addressing’s role in both security and perfor-
mance isolation and considering subarrays for such isolation.
We hope that Siloz’s effectiveness and practicality spur fur-
ther development of such DRAM isolation domains.
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